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Abstract

In this paper we propose a Lagrange Multiplier test as well as a family of asymptotically
equivalent LS-based testing procedures which are intended to detect general forms of
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Our setting extends Robinson’s (1994) approach to the time domain and generalizes
the procedures in Agiakloglou and Newbold (1994), Tanaka (1999) and Breitung and
Hassler (2002) by allowing for single or multiple fractional unit roots at any frequency in
[0, 7]. Our testing procedure can be easily implemented in practical settings and is flexible
enough to account for a broad family of long- and short-memory specifications, including
ARMA-type and/or GARCH-type dynamics, among others. Furthermore, it has power
against different types of alternative hypotheses and inference is conducted under critical
values drawn from a standard chi-squared distribution, independently of the long-memory
parameters.
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1 Introduction

Modelling and forecasting macroeconomic and financial variables is at the forefront of the ap-
plied time-series econometric literature. These series are usually characterized by strongly per-
sistent correlation structures over long intervals of time. In this paper, we propose several test
statistics to detect general forms of fractional integration in the time domain. Our approach be-
longs to the Lagrange-multiplier (LM) framework studied in Robinson (1991, 1994), Agiakloglou
and Newbold (1994), Tanaka (1999), Breitung and Hassler (2002) and Nielsen (2004, 2005). In
particular, we propose standard LM tests for multiple fractional integration, as well as a family
of asymptotically equivalent tests in the linear regression model Y; = >~ ¢, X (Y;)+uy, where
Y; is directly determined under the null hypothesis and the regressors Xy, (Y;) are straightfor-
wardly computed by linearly filtering Y;. This approach has remarkable methodological advan-
tages. It can be easily implemented for practical settings and is flexible enough to account
for a broad family of long- and short-memory specifications. Furthermore, it also has power
against different types of alternative hypotheses, and it allows inference to be conducted under
critical values which are drawn from a standard chi-squared distribution, independently of the
long-memory parameters.

More specifically, the tests we discuss are formally intended to detect general long memory
patterns embedded in the autoregressive filter

k+1
(1= L)" |T](1 = 2cosv,L + L*)%| (1 4 L)™+

=2

where d;, i = 1, ...,k + 2, are possibly non-integer values, v;, 1 < ¢ < k 4 1, are frequencies in
(0, ) that characterize the cyclical behavior (periodicity) of the data, and L is the conventional
back-shift operator. The filter also allows for long-memory patterns at the zero and Nyquist fre-
quencies. This is the basic data generating process analyzed in Robinson (1994), which is able to
capture both long-range dependence and periodic cyclical fluctuations through the convolution
of Gegenbauer processes. It generates theoretical autocovariances that decay hyperbolically and
sinusoidally, a feature that is manifested in a number of periodic time series. Particular cases of
this specification include the well-known fractional unit root model, as well as pure cyclical and
seasonal models which are routinely applied to fit both economic and non-economic variables.
For instance, cyclical models have been used to explain macroeconomic dynamics by Gray,
Zhang and Woodward (1989), Ramachandran and Beaumont (2001), Gil-Alana and Robinson
(2001), Gil-Alana (2005), and Smallwood and Norrbin (2006), among many others. Recent
studies focusing on non-economic variables have analyzed, for instance, atmospheric levels of
CO; (Woodward, Cheng and Gray, 1998), wind speed (Bouette et al., 2006), or power demand
(Soares and Souza, 2006). The extant literature on seasonal and non-seasonal models embedded
in this general framework (both integrated and fractionally integrated) is overwhelming.

Our setting extends Robinson’s approach to the time domain and generalizes the proce-
dures in Agiakloglou and Newbold (1994), Tanaka (1999) and Breitung and Hassler (2002) by
allowing for single or multiple fractional unit roots at any frequency in [0, 7]. Furthermore,
we allow for different types of errors in the data generating process (DGP) which include mar-
tingale differences sequences (MDS) and weakly correlated errors, thus allowing for ARMA
and/or time varying volatility patterns. As in the frequency-domain case, the tests do not



require formal knowledge of the true values of the fractionally-integrated coefficients. These are
mainly intended for formally pretesting hypotheses about the extent of cyclical and non-cyclical
persistence, and to construct confidence sets that include the true values of the long-memory
coefficients with a certain asymptotic coverage level. This is valuable for descriptive infer-
ence and, furthermore, provides reliable values for initiating optimization routines upon which
several estimation procedures, such as (quasi) maximum likelihood procedures, build on.

The remaining of the paper is organized as follows. Section 2 introduces the general setting
and discusses the set of sufficient conditions for the LM tests. Section 3 introduces the stan-
dard Lagrange Multiplier test and discusses its asymptotic distribution. Section 4 discusses
regression-based tests. The specific form of the regression to be used depending on the type of
errors in the DGP, the relevant test statistics, and their asymptotic distributions, is discussed
in several theorems. Section 5 analyzes the finite-sample performance of the tests by means
of Monte Carlo experimentation. Section 6 summarizes the main conclusions. Finally, the
mathematical proofs of the main statements are collected in a technical appendix.

In what follows, ‘=’ and ‘%’ denote weak convergence and convergence in probability,
respectively, as the sample size is allowed to diverge. The variable Iy is an indicator function
that takes value equal to one if the condition in the subscript is fulfilled and zero otherwise.
Finally, vectors and matrices are denoted through bold letters.

2 The general fractionally integrated model
Let &, (L;0) be a Gegenbauer polynomial in the lag operator defined as follows,
£, (L;0) = (1 —2cosyL + L?*)° (1)

where the long-memory parameter d can take non-integer values and controls the extent of time
dependence. The parameter « is a so-called Gegenbauer frequency in [0, 7], and controls the
periodicity of the resulting time series.

Define the following generalization of (1), given the set of long-memory parameters § =
(61,...,0k12) , 8 €R*2 and the vector of frequencies v = (71, s 7k+2),

k+1

Ay (Li8) = (1 - 1) [H 6, (Lidy) | (14 L) )

such that v, <, < -+ < 7,4, and by definition v; = 0, v;,, = 7. The resultant filter allows
for multiple cyclical components for the k + 1 seasonal frequencies involved {v, : s > 1}, as well
as for a long-run trend at the zero frequency, v,. For simplicity of notation, the dimension of
d is denoted as n > 1. Specification (2) encompasses different types of filters. In addition to
the well-known fractionally integrated unit-root model, major examples for empirical purposes
include pure cyclical models (which arise by restricting §), pure seasonal models (which arise
by restricting ), and any convolution of these. We shall briefly discuss the properties of these
restricted models at the end of this section.

We consider that the observable process, {z;, t =1,...,T}, admits the following character-
ization

Ay (L;0) xp = &4 (3)
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where €, is a covariance stationary noise process with spectral density that is bounded and
bounded away from zero at all frequencies. In the most general case considered in this paper,
we will say that x; is generated by a General Fractionally Integrated process of order §, denoted
as x; ~GFI(8). The study of particular cases (such as zero frequency, seasonal models, and
cyclical models) arises straightforwardly by suitably restricting A, (L;é). For instance, pure
cyclical models arise by restricting d and setting the long-memory parameters corresponding to
the zero and Nyquist frequencies to zero. The restricted filter is [?" ; £, (L;d;) , with dimension
n > 1. When n = 1, z; is said to be generated by a GARMA model, whereas n > 1 leads to so-
called n-factor GARMA models, which exhibit stationary long-memory patterns if 0 < §; < 1/2;
see Woodward et al. (1998), and Ramachandran and Beaumont (2001) for a discussion of the
statistical properties of these models. The generalizations (for instance, allowing for stationary
short-run dynamics) are able to encompass both ARMA and ARFIMA models as particular
cases.

Similarly, pure seasonal models (SARFIMA) arise by restricting both the dimension and the
value of « aiming to relate the frequencies to the periodicity of the data, say S. For instance,
if S is even, then v, = 0 and ~v,,; = 271i/S, i = 1,...,[S/2] — 1, where the corresponding filter
is now given by

[S/2]-1

(1-L)" H &, (L&) | (L+ L) (4)

with dimension n = [S/2] + 1. When S is odd, the component (1 + L)é” , which corresponds to
a cycle of two periods, is simply omitted and the model has [S/2] parameters. A special case is
01 =...=9, =1, from which the filter (1 . ) originating a seasonal random walk arises. By
allowing non-integer values in §, z; is said to be generated by a seasonal fractionally integrated
process of order §; see, among others, Hassler (1994) and references therein.

Finally, the well-known fractional unit root model of order d, denoted FI(d), arises after
removing all the terms related to the non-zero frequencies, i.e., by considering the (1 — L)d
filter related to the zero frequency v = 0, which corresponds to the ARFIMA(0,d,0) model.

For empirical purposes, the main interest lies in testing whether 6 = d, with d € R" being
specified a priori, against the alternative for which the order of integration is d + 8, 8 # 0.
Thus, the hypothesis of interest is generally stated as

H()Zé:d,or H[]:H:O, (5)

against the alternative hypothesis that Hy is false, i.e., H; : d 2 d or H; : @ # 0.

3 Testing procedures

3.1 Preliminaries

We start our theoretical analysis by introducing and discussing the initial set of assumptions
and general notational issues which are valid for both the standard LM and the regression-based
tests. We also provide several key definitions for this context.



Assumption A :
i) The observable process {xy, t = 1,..., T} is generated by A, (L; d) x; = eily~0), with A, (L; d)
defined in (2), and d being a possibly non-integer vector in R", n > 1.
i) The innovation process {1,Gi}> , G = o(g;: 7 <t), forms a martingale difference se-
quence and verifies E (g;) =0, E (e?) = 0® < 00, E (¢2|G;_1) > 0 almost surely, with one of the
following restrictions holding true:

ii.a) {e;} is independent and identically distributed and E(|e}|**")
some r > 0.

i1.b) {e:} is strictly stationary and ergodic with

S D k0l k)] < o0

l1=—00 lo=—00 l7=—00

absolutely bounded for

where ke (0,11, ...,17) is the eigth-order joint cumulant of {e:} .

Some comments follow. We consider the most general case under the null hypothesis given
by x; ~GFI(d) . Simpler specifications (e.g., pure seasonal models) arise considering restricted
versions of A, (L;d) z;, for which our conclusions extend straightforwardly. Condition ) also
sets x; = ¢; = 0 for any j < 0, so we consider the realizations from a truncated stochastic
process. This assumption has become standard in the fractional unit root literature, because it
may permit the observable processes to be well-defined in the mean-square sense regardless of
the values of d. In the context of the present paper, however, it does not play a major role and
the relevant results hold both if we consider {¢;},., or {¢;}™ . Condition ii.a) can be weakened
by requiring that, conditional on the o-field of events G;, moments up to the fourth-order (and
suitable cross-products of elements of €;) equal the corresponding unconditional moments, so
that essentially {¢;} is only required to behave as an i.i.d process up to the fourth-order moment.
The main purpose of ii.b) is to allow for time-varying conditional volatility patterns in {e;}. This
requires additional restrictions limiting the extent of temporal dependence, which are provided
by restricting the absolute summability of the eight-order joint cumulants. This condition is
similar to that in Gongalves and Kilian (2007) and Demetrescu, Kuzin and Hassler (2007).
More general errors, allowing for short-run dynamics in mean, are studied later on. Finally,
we do not require normality, since this is not essential to derive the asymptotic theory, but we
note that efficiency in Gaussian-score based procedures would only be attainable under that
restriction.

Before deriving the Lagrange Multiplier type test statistics, we consider the following defi-
nitions, which are relevant for notational convenience.

Definition 3.1. Forall j > 1 and v € [0, 7|, define the non-stochastic weighting process w; (7y)
as follows,
1/j, if v=0
wj(y) =9 2/ cos(jy), if v (0,m) . (6)
(_1)J/j> ify=m

Similarly, for v = (v, ...,7,) such that v, € [0,7], s = 1,...,n, define
wj (7) = (W (1) s w05 (7)) (7)
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Definition 3.2. Given the real-valued stochastic process {x;,t > 1} and a vector § €R"™, define
the filtered series
st = Ay (L;0) 24, (8)

where, if § =d, then A, (L;d)z, =&, and eq; = €. For any frequency -y, € [0, 7], define the
following (truncated and non-truncated) stochastic processes which are constructed by linearly
filtering €5, with the weighting processes given in Definition 3.1:

t—1
e = Y wi (1) €5y (9)
j=1

ey = Y wi (V) e (10)

Definition 3.3. Given v = (v,,...,7,) , define the n-dimensional vectors

* . * .

Eqyt-1 = <€717t—17' 5 'yn,t 1> E :wj V) €6t

Kk . K%

Eqyit-1 = (E'yl,t—l7' 5 'yn,t 1) E :wj V) Est—- (11)

3.2 The Lagrange Multiplier test

In this section, we propose a Lagrange Multiplier (LM) type procedure for testing for fractionally
integrated patterns. We construct a Gaussian likelihood function, as if the innovations were
normally distributed, but noting that our assumptions do not require this condition to ensure
the validity of the asymptotic results. The optimizer of this objective function is usually referred
to as the quasi-maximum likelihood estimator.

Denote § = d + 0, with i-th element §; = d; + ;. The Gaussian log-likelihood function for

(8',0%), given v = (74, ..., 7,,) and conditional on the set of information x; = {z;,t = —o0, ..., T}
is given by
T 1 «
2 —
L(d,0%|xr) = —Elog (2mo?) — 557 tgl es1)”,

and, hence, the gradient evaluated under Hy : @ = 0 can be written as

e (%)

Note for instance that the partial derivative of 5, on 6; is
—log(1—L)(1—L)" (1 L)" [Hf‘_Q ¢, (L0, )} 1+ L)

‘C<6702|XT)
00

6=0 06=0

856,::
00,




which reduces to log (1 — L) A, (L;d) z; = log (1 — L)e&; when the score vector is evaluated
at @ = 0. Similarly, the partial derivatives with respect to 05, s = 2,...,n — 1, and 6,,, when
evaluated under the null hypothesis are given, respectively as,

0
co = log (1 —2cosv,L + L2) ¢,
895 Ho:0=0
Oesy
: = log (]. + L) Et
09" Hp:0=0

Following Chung (1996) and Breitung and Hassler (2002), the elements that characterize the
score vector under the null hypothesis can be expanded as:

log(1—L)e, = —Z( )gt i) (12)

logé, (Lil)e = —Z(%‘”)) (13)
j=1

log(1+L)5t = —f: <(_1)j> Et—j, (14)

=1\ J

which motivates Definition 3.1. Now, by using Definitions 3.2 and 3.3, we can write

L(8,0%|x7) 1 < >
' = -7 —;tz;st ;wjet_j = th ’yt 1 (15)

00
which, under the restriction ¢; = 0, t < 0 in Assumption A further reduces to

1 T t—1 1 T
— ; Z Et <Z w]‘Et_]‘> = ; ZEt (E:,t—l) . (16)
=2 j=1 =2

Under the null hypothesis and given the restrictions provided in Assumption A, ; is uncorre-
lated with eZ , ; owing to the MDS property of {¢;}, from which the score has zero expectation.
Since €X', _; admits a causal representation with square summable coeflicients, it therefore fol-
lows that €Z ; , is (asymptotically) covariance stationary, and so is the score vector. The Fisher
information matrix, estimated as the outer product of gradients, is given by the inverse of

J4ngt ’Yt 1€7t 1) (17)

which converges in probability to a finite, invertible covariance matrix under Assumption A.
Therefore, we can devise a suitable test statistic for Hy : @ = 0 under the Lagrange Multiplier
principle. This is formally stated in Theorem 3.1 below.

Hp:0=0

‘C(da UQ‘XT)
00

Hp:0=0

Theorem 3.1. Let {x;,t =1,...,T} be an observable process such that Assumption A holds
true. Given some arbitrary d € R", define the test statistic

T Ly
LMy = (Z 5d,t€j;,t1> [Z €a4E5,4— 157 t— 1] <Z 5d7t5f7,t1> (18)
t=2

t=2
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with {gd,ty€:7t_1}j:1 determined on the basis of d according to Definitions 3.1-3.3. Then,
under the null hypothesis Hy : § = d, or, equivalently, Hy : @ = 0, it follows as T — oo that,

LMr = X{), (19)
where X%n) stands for a Chi-squared distribution with n degrees of freedom.
Proof. See Appendix.

Theorem 3.1 generalizes the LM test proposed by Tanaka (1999), restricted to the case of a
single fractional unit root at the zero frequency (n = 1, v = 0), for a single or multiple fractional
unit roots at any frequency in [0, 7], and with innovations which are not necessarily indepen-
dent but simply MDS. Hence, the testing procedure suggested is robust against (conditional)
heteroskedasticity of unknown form provided that the regularity conditions are observed. Un-
der the i.i.d assumption in 7i.a) the asymptotic variance of the score vector is given by ¢*I',
Ty =37 w;(y)w)(v), which equals 0?7 /6 for v = 0 and n = 1 (see Appendix A for further
details on T'). The variance parameter o® can be estimated consistently as 52 = 3., 3./ T,
where the non-stochastic matrix I', can be determined by the close-form representations given
in Appendix A for any set of frequencies in [0, 7|, or by simple numerical approximation.

4 Regression-based tests for fractional integration

As an alternative to the previous approach, we can devise testing procedures belonging to the
linear regression context which are asymptotically equivalent to the previously discussed LMy
test. The regression based approach was pioneered by Agiakloglou and Newbold (1994) for the
context of fractional unit roots at the zero frequency, and further developed in Breitung and
Hassler (2002), Hassler and Breitung (2006), and Demetrescu et al., (2007) in the same context.
Regression-based tests are particularly advantageous for the empirically relevant case in which
the data exhibit week correlation. We discuss the general testing principle and the asymptotic
distribution of the relevant tests under the MDS assumption, as well as in the general context
of weakly dependent errors.

The following proposition states the general testing strategy for generalized fractional inte-
gration in the regression framework:

Proposition 4.1. Under Assumption A, and given {z,,t =1,..., T}, the null hypothesis Hy :
x; ~GFI(d), d € R™, can be tested against the alternative Hy : x; ~GFI(d + 0), 8 # 0, through
a test for the joint significance of the regression coefficients, {¢,}._, (i.e., Hy: ¢y = ... =¢, =
0), in the following least-squares auziliary regression:

Edt = P16y, 41 P 1+ F (bng’*ymt*l T e (20)

T
with {8d7t78;5’t_1}t72 defined under the null hypothesis as described previously in Definitions
3.1-3.3. ;

The OLS estimates ¢y = (¢y 1, ..., gzﬁn,T)/, obtained from the auxiliary regression (20) can
be seen as a non-singular transformation of the score vector, which drives the asymptotic
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distribution of the LM statistic, and which furthermore conveys statistical information about
the existing degree of fractional integration in the data. In particular, under the null hypothesis

- -1
i 1 L(6,0%x7)
_ 2 1 E * I g
¢T = (O' T — €77t1€7,t1> < Z 80 Hp:0=0 (21)

1 L. xr) ) = 0. Therefore, if

and hence, under Assumption A, ¢, = (J4F7)_1E T 5

Hp:0=0
the null hypothesis, Hy : 8 = 0, is true, all the elements in ¢, are approximately zero in a
sufficiently large sample and, hence, testing Hy : @ = 0 with the score test, is asymptotically
equivalent to test Hy : ¢ = 0 in this regression framework. The distribution of the relevant tests
depends critically on the asymptotic distribution of ¢,. Theorem 4.1 provides the fundamental
result in this sense, namely, the asymptotic normality of the estimated coefficients under the
set of restrictions considered.

Theorem 4.1. Let ¢ = ((bLT, . ¢n7T)I be the OLS estimates obtained in the auxiliary regres-
sion of Proposition 4.1. Under the null hypothesis Hy : @ = 0, considering Assumption A, and
T— oo, it follows that

VT = N (0,V,) (22)
where .
vV, = <;) L'A T (23)

with Ty = 3272 wj (v) W) () and A, = E (72, 1€ ).
Proof. See Appendix.

Owing to asymptotic normality, and since the null hypothesis only implies linear restrictions
on the parameters involved, this can easily be tested by means of a test statistic based on the
Wald representation. Note that, although we use the functional form of a Wald-type test,
our testing procedure is an LM or score test because it builds directly on the gradient of the
likelihood function. Theorem 4.2 discusses its asymptotic distribution.

Theorem 4.2. Let TE/E) be the Wald-type test statistic defined through the quadratic form

n 11
T(W) = ¢r {_

-1
TV%T] ¢T7 (24)

where V., 1 is the sample analog of V. such that

1 T -1 /7 T -1
_ * 1% ~2 _* 1% * /%
TV%T = E Eqt—1€~t-1 E €€ t-1€~1-1 E Eqt—1€44-1 (25)
t=2 =2

t=2

and noting that €3, can be used instead of €}, where € are the empirical residuals. With

Assumption A holding true, under Hy : @ = 0, and as T — oo, T(V;) 15 asymptotically equivalent
to LMt in Theorem 4.1, i.e.,

9



Proof. See Appendix.

Corollary 4.1. Given d € R", inference involving a subset of m parameters, 1 < m < n,
follows similar to Proposition 4.1. Without loss of generality, assume that we are interested on
the first m long-memory coefficients, thereby assuming that dg for s > m s correctly specified.
Hence, the alternative hypothesis allows 05 # 0 for all s < m, and sets 05, = 0, otherwise. The
corresponding auxiliary regression is now given by

m
*
€d,t = E ¢s 875775—1 + €t,m
s=1

and the test Hy : ¢, = ... = ¢,,, = 0 s performed in the same terms as in Theorem 4.1, with the
Wald-type test statistic now being asymptotically distributed as X%m)‘

Corollary 4.2. Consider the restricted joint hypothesis @ =01,,, with 6 # 0 and where 1,, is a
vector of ones in R". This is the case, for instance, when analyzing the suitability of so-called
(seasonal) rigid models, which assume homogeneity in the order of fractional integration across

the set of frequencies involved; see Porter-Hudak (1990) and Hassler (1994). The auziliary
regression s now given by the univariate regression

n
P *
Ear = ¢ ( g 575,t_1> + U,
s=1

and the relevant statistic, say Y™, analyzes the significance of the ¢ parameter. This statistic,
which is a squared t-statistic is asymptotically distributed as X%l)’ since only one restriction s
implied.

Remark 4.1. These LM type tests are asymptotically equivalent to the frequency domain LM
tests studied in Robinson (1994), and the time domain LM test considered in Tanaka (1999).
The tests are also asymptotically equivalent to the general likelihood-based tests in Nielsen
(2004), discussed in the context of maximum-likelihood model estimation. The LM regression-
based test in Breitung and Hassler (2002), focusing on the (restricted) fractional unit root
model, A, (L;d) = (1 — L)%, arises as a particular case in our context; see also Nielsen (2005),
Hassler and Breitung (2006), and Demetrescu et al., (2007). It is worth mentioning that, as
remarked in Nielsen (2004), the experimental simulations in Tanaka (1999), and Breitung and
Hassler (2002), show that in finite samples the time domain fractional unit-root tests tend
to be superior to the frequency domain tests, both in size and power behavior, so a similar
performance is likely to be observed in a more general setting as well.

Remark 4.2. The test is robust against conditional heteroskedasticity of unknown form under
Assumption A ii.b). This is achieved by using a consistent estimate of the asymptotic covariance
matrix V., based on a version of the Eicker-White estimator as given in (25). If the data are
believed to be generated under ii.a), then V., = | ! and this may be used directly.

Remark 4.3. As discussed in Breitung and Hassler (2002), the auxiliary regression centered
on the zero-frequency, eq; = ¢ €3, 1 + €, is reminiscent of the Dickey-Fuller regression and the

10



Wald-test in Dolado, Gonzalo and Mayoral (2002). Meaningful differences arise, nevertheless,
since in the DF test the regressor is I(0) under the alternative, whereas g, ; is FI(d + 0) owing
to the different types of weights used in constructing these variables. Similarly, for pure seasonal
models, the general auxiliary regression in Proposition 4.1 is reminiscent of the Hylleberg, Engle,
Granger and Yoo (1990) test regression, in the sense that the regressors e} ;-1 are weighted
linear combinations of lags of €4, related to a specific seasonal frequency. Further differences
arise in this case, because regressors in the HEGY context are ensured to be asymptotically
orthogonal by construction, whereas the LM-based regressors are not. This feature advises
against testing partial hypothesis (i.e., involving a subset with m parameters) based on the
estimates of the general model (i.e., after estimating a regression with n > m parameters),
as the covariance matrix is not (block) diagonal. Corollary 4.1 describes the correct way to
proceed for this case.

Remark 4.4. Note that, if the auxiliary regression includes a subset of m, 1 < m < n, para-
meters, the null hypothesis being tested still refers to d € R™. In empirical settings, therefore,
we can expect subset-testing tending to overreject if any of the long-memory parameters which
are not involved in the auxiliary regression is misspecified (even if the null is correct for the
parameters included in the regression), because the overall hypothesis is false. Of course, the
extent of the size distortion would depend on the degree of autocorrelation in €4, and, hence,
on the regression residuals originated by the misspecification. For moderate degrees of auto-
correlation, the empirical size could be controlled by resorting to augmented regression (i.e.,
including lags of the dependent variable) but, in general, large size departures can be expected
under naive specifications. We shall discuss this issue more carefully in the Monte Carlo section.

Remark 4.5. Generalized fractional integrated models are particularly difficult to estimate in
practical settings owing to their strong non-linear nature. Proposition 4.1 provides a valuable
tool to construct confidence sets that include the true value, say dg € R", with (1 — )%
asymptotic nominal probability. These sets could be used to obtain reliable starting values for
optimization routines aiming to estimate do, such as the (quasi)-maximum likelihood methods
discussed in Chung (1996) and Nielsen (2004). Confidence sets obtain from a grid-search in
O, a compact subset of R", by using the results in Proposition 4.1. For instance, denote
T%;)d as the value of the test statistic in Theorem 4.2 when evaluated at any d €0, and let

)

Dro = {d : Pr |:X%n) < Tg?d] <1-— a}, i.e., the subset of © containing all the vectors for

which the null hypothesis cannot be rejected at the (1 — a) % asymptotic nominal confidence
level. If Dy, is in the interior of O, then the probability of dy being in the closure of Dy, is
at least (1 — ) %. The grid-search process is computational feasible because n is not large in
empirical models, and because long-memory parameters usually take values in a small range.
For rigid models, a confidence interval of the form [dﬁl, dj‘fu] can easily be constructed from

Corollary 3.2, given Dr, = {d : Pr [X%U < Tfi")} <1- a}, by setting df; = inf Dr, and
df,, = sup Dr g
Remark 4.6. Throughout our analysis, we have assumed that the vector of frequencies,

v, is known. Indeed, this is the case for pure seasonal models, but in general terms it may
result restrictive when analyzing cyclical models by means of Gegenbauer polynomials. Several
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approaches have been proposed to estimate Gegenbauer-frequencies consistently in the semi-
parametric literature; see, among others, Yajima (1996), Giriatis, Hidalgo, and Robinson (2001),
Hidalgo and Soulier (2004), and Hidalgo (2005). In any case, when using sample estimates for
subsequent inference purposes, it should be noticed that the performance of the test statistics
may be subject to potential distortions that often arise as a result of (small-sample) biases
when inferring the unknown elements of .

Example: To illustrate the general testing principle we consider the pure seasonal quarterly
case. Assume that the interest lies in testing the suitability of the seasonal unit root model,
(1 - L*) z; = &, against a more general case in which the order of seasonal integration is
possibly a non-integer value 1 + 6, 8 # 0, but believed to be common for all frequencies, i.e.,
(1-— L4)1+0 1, = ;. Therefore, we have v = (0,7/2,7)", n = 3, and the testing procedure for
the rigid seasonal model is that described in Corollary 4.2. Thus, we first compute {eq.:} by
differencing the series under the null hypothesis, i.e., cq+ = 2 — 2;_4, and then compute the
Yegressor &y = €641 + €591 + Exy_1, as discussed previously. Note that

t—1 ; .
1 —1)?  2cos(jm/2
e = z(3+ 2ol

with 2,, = 0 for all ¢ < 0, so the weighting scheme applied to construct £, ;, namely, (j~*L*),
corresponds to the expansion of log[(1 — L*)], which by construction ensures power against
quarterly seasonal fractional integration. If the data are normally-distributed, this test is
fully efficient. Furthermore, a confidence interval of the form | T %u} for the true value
of the long-memory parameter under the assumption of homogeneous integration can readily
be constructed.

4.1 Short-memory dynamics in mean

Assumption A imposes uncorrelated errors in the DGP, which may be a restrictive assump-
tion for many empirical applications. In order to generalize the approach to allow for weakly
correlated errors, we introduce the following generalization of Assumption A:

Assumption B:

(a) The observable process is generated as A, (L;d) x; = eli~0), satisfying the conditions
in Assumption Ai);

(b) The innovation process satisfies a (L) e, = vy, where a (L) =1 — Z? a;L7, p > 0, such
that a (z) has all its roots outside the unit circle.

(¢) The innovation process {vy, Fi}, Fr = o (v; : j <t), is a stationary and ergodic MDS,
E(v?) = 0%, and {v;} satisfies the restrictions in either Assumption A iia) or 7ib).

Assumption B allows for stationary AR(p) dynamics in the generating process, which may
appear jointly with time-varying volatility patterns, such as GARCH or Stochastic Volatility
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errors, under the same set of restrictions as those in Assumption A. The remaining proofs
are formally discussed for the case in which p is known. For practical purposes, the short-run
dynamics of the underlying process may be characterized by a stationary and invertible linear
process €; = Z;’io bjv,—; such that the AR(p) model, for some large enough p < oo, approaches
the underlying AR representation reasonably well. The effects on the finite-sample properties of
the regression-based tests when the underlying correlation structure in the short-run dynamics
is unknown shall be discussed in the Monte Carlo section.

Proposition 4.2. Consider the basic auxiliary regression in Proposition 4.1 augmented with p
lags of the dependent variable, i.e.,

n p
5d7t — Z ¢l€j;lvt_1 + <Z (igdﬂf—i) + etp7 t - p + 1, ceey T (26)
=1 =1

Then, the null hypothesis Hy : @ = 0 can be tested by addressing the joint significance of the
estimated ¢, coefficients in the augmented auziliary regression.

Augmentation is standard in many testing procedures having the null of (fractional) inte-
gration. Among these, the most well-known case is the Augmented Dickey-Fuller unit root test;
see also Dolado, Gonzalo and Mayoral (2002) and Breitung and Hassler (2002) for augmenta-
tion under the null of fractional integration. Essentially, augmenting the auxiliary regression
with lags of the dependent variable seeks to whiten the correlation structure of the regression
residuals so that they can behave asymptotically as a MDS. From this, the relevant test sta-
tistic is expected to retain asymptotic invariance, and the same critical values discussed under
uncorrelated errors hold in this context as well. The following theorems present the asymptotic
properties of the regression based test statistic for general fractional integration.

Theorem 4.3. Let B be the (n+p) estimated vector of parameters in the pth order augmented
auziliary regression £q; = ,B'X;‘p + erp, with X}, = (e’;,t_l, Edt1y s 5d7t_p)l, and let the (n+p)

vector p, = (O,...,O,al,...,ap)', with the a; parameters corresponding to the autoregressive
coefficients in (1 —>_%_ a;L) ey = v. Then, under Assumption B, the null hypothesis, and as
T— o0,
sox) —1 wx) —1
VT (Br = o) = N (0, (27) " A, (7)) (27)

with Q2 = B (X X) and A, = E (v2X5X0) , where Xi = (€271, €dm1s - Edyp) -
Proof. See Appendiz.

Theorem 4.4. Let R be an n X (n + p) matriz such that [R]; =1 for all i = j and zero
otherwise. Consider the Wald-type test statistic on the estimates of the augmented auxiliary
Tegression, i.e.,

n 1 > / -
14, = R8] | (RV:R| RS (28)
with \A/T being the sample estimation of the covariance matriz of Bp such that
R T -1/ T -1
var= (S xxg) (3 ax) (3 )
t=p+1 t=p+1 t=p+1
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where e, denotes the estimated residuals. Under the same conditions of Theorem 4.3, T(V% 18

asymptotically equivalent to LMy, 1.e., T%D = X%n)‘

Proof. See Appendiz.

Corollary 4.3. If {v} is i.i.d with finite fourth-order moment, E (v X5 X:*') o< E (X3 X3) .
Hence, the null hypothesis Hy: ¢, = ... = ¢,, = 0 can easily be tested by using alternative
test statistics which can be constructed under the Lagrange Multiplier and Likelihood Ratio
principles, and which are asymptotically-equivalent to LMy. As discussed previously, in the
context of this paper all these tests are necessarily LM tests regardless of their functional form.
Let T(L"})Lp = T (log Sk —log S.,) and T(Ln]\zyp = T (Sg — S.) /Sr, where Sg and S, denote the
squared sum of restricted and unrestricted residuals, respectively. Then, under the null, and as
T— o0, T(L%p = X%n) and Tglnl\)/ﬂp = X%n)'

Corollary 4.4. The same considerations as in Corollaries 4.1 and 4.2 apply when using an
augmented test regression.

Remark 4.7 Demetrescu et al. (2007) analyze the performance of several procedures to de-
termine the order of augmentation, p, in finite samples. Whereas data-dependent selection
procedures exhibit a poor performance, it is found that the rule of thumb proposed by Schwert
(1989) shows relatively good performance in finite-samples. This sets p = [¢(T/100)*/*] , where
¢ is a positive constant and [-| denotes the integer value of the argument.

Remark 4.8. We have focused on the model A, (L; d) (z; — 11,) = €l(4>0), by allowing different
dynamics in ¢;, and restricting g, = 0. As commented in Breitung and Hassler (2002), the
simplest way to deal with non-zero deterministic patterns, p, # 0, is to detrend x; prior to
computing the relevant tests statistics. This does not affect the limit distribution of the relevant
statistics; see the discussion in Robinson (1994).

Remark 4.9. The theoretical derivation of the local power functions under the alternative is
a nontrivial problem due to the multiple hypothesis context. For restricted cases, it becomes
more tractable, and it can be shown, following for instance Tanaka (1999) and Demetrescu
et al. (2007) that the test procedures will converge to a noncentral chi-squared distribution
under local alternatives. Since for applied purposes the behavior of the power function in
finite-samples is particularly relevant, we shall address this issue carefully in the Monte Carlo
section.

5 Finite-sample analysis

In this section we address the empirical properties of the regression-based LM test statistic
in finite samples. The case for the zero-frequency fractionally-integrated unit root process,
A, (L;8) = (1 — L)™, has received considerable attention in literature; see for instance, Bre-
itung and Hassler (2002), and Nielsen (2004), among others. These show the good finite-sample

performance of LM tests, both in absolute terms and in relation to alternative frequency domain
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based procedures. We therefore analyze cyclical and seasonal models aiming to contribute to
better understand the properties of LM tests in the general context.

The applied literature on cyclical or seasonal fractionally-integrated models has focused
on both economic and non-economic variables. Empirical datasets are characterized by quite
different features. The number of observations available for financial and many geophysical
variables is relatively large, and often includes several thousands observations, whereas the
length of macroeconomic variables is much more limited.! Data recorded on a high-frequency
basis typically exhibit persistent short-run dynamics, whereas aggregated data tend to display
considerably weaker forms of serial dependence. We consider the possibility of different types
of short-run dynamics as well as different sample sizes to analyze the empirical size and power.
In particular, we focus on samples of length 7" = {100, 250,500} . For datasets involving a large
number of observations, as some of those analyzed in applied literature, the asymptotic theory
is expected to provide a good approximation.

In the first experiment we consider a simple pure cyclical model,

(1 —2cosy,L+ L)z =¢,

in order to analyze the empirical size and power of T%/), asymptotically distributed as Xé),
when testing Hy : d = 1 with true values given by d = 1 and € in [—0.3,0.3] . We consider 5000
replications and &; ~ #idN (0,1). Since the Gegenbauer frequency =, is a ‘free’ parameter, we
set v, = sm/10, with s = 1,...,9. The rejection frequencies for a nominal significance level of
5% and sample sizes of T' = 100 and T = 250 are shown in Table 1.

The test shows approximately correct size and good power performance even in small sam-
ples. Only minor differences, following no particular pattern, arise across the frequencies A
considered. For non-zero vales of #, we observe several interesting features in the empirical
power functions. First, given Ay and 7', power tends to exhibit a symmetric U-shape figure
around the 7/2 frequency, which is more evident for small values of |f|. This suggest that,
the larger the difference |y, — 7/2| with , € (0,7), the more powerful the testing procedure
becomes. The dependence of power on the particular frequency the test is related to is not sur-
prising, since the variance of the regressor (and hence, the signal-to-noise ratio and, eventually,
the power of the test) depends on the specific frequency, =, considered and, more generally,
on ~; see Appendix A for further technical details. Furthermore, if we compare these results
to those in Breitung and Hassler (2002, Table 1, p.176) for the zero-frequency case, the power
observed at the long-run frequency is approximately of the same order as that for v = 7/2.
This suggest that, everything else equal, fractionally-integrated dynamics are generally easier
detected at the cyclical than at the zero-frequency. A similar feature appears when dealing
with v = 7 (not reported here) for which power is similar to that of ¥ = 7/2.2 Dealing with
the non-zero frequency also has other benefits in terms of power. For fixed T" and ~,, the power
functions tend to be symmetric around 6 = 0, since only the size of § — 0, and not its sign,

!The dataset in Bouette et al. (2006), refering to hourly average wind speeds measured between 1951 and
2003, includes over 16,000 observations. Soares and Souza (2006) consider two years of hourly electricity demand.
Gil-Alana (2005) studies US monthly inflation in a dateset with more than 1000 observations.

2Note that the asymptotic variance is proportional to v (v), see Appendix A. This is a positive, symmetric
and non-continuous function on [0, 7] that takes minimum value 1 (v) = 72 /6 for v = {0, 7/2, 7} , and maximum
value given by limy_o- (v) =limy_ .+ (y) = 272/3. We therefore can expect a discontinuity in the power
function for the case v = 0+ € or A = m— € even for an arbitrarily small € > 0.
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seems to drive the probability of rejection. This does not seem to be the case for the zero-
frequency case analyzed in Breitung and Hassler (2002), where the LM test is likely to reject
more easily if # < 0. Finally, power is largely enhanced even for a small sample of T" = 250,
and virtually reaches 100% for all the tests when 7" = 500, thus showing the consistency of the
testing procedure even in small samples.

Second, we consider a more general two-factor cyclic model given by,

(1 —2cosy, L+ L*)"1(1 — 2cosy,L + L?)2 T2, = ¢,.

We want to address the ability of the unrestricted joint test Tg,), distributed asymptotically as
X%zy as well as the joint restricted test T discussed in Corollary 4.2, and individual squared

t-tests, say Tgll) and Tg12)’ distributed asymptotically as X%l), to detect fractionally-integrated
dynamics. Subset-testing is discussed in Corollary 4.1. As before, we set d; = dy = 1, and 6, 0
in [—0.3,0.3], considering 5000 replications and &; ~ #dN (0,1). The joint test T(Vf,) is expected
to reject the null hypothesis if fractional integration is present in, at least, one of the frequencies
involved, while the individual tests may only reject when fractional integration occurs at the
frequency they are related to. The restricted joint test T(® should be more efficient than Tgf)
when the restriction 0, = 0, is true, but it is expected to exhibit less comparative power to
reject the false null otherwise.

In view of the previous experiment, we expect the power function to depend on the value
of v = (v1,7y) . We set v, = 0.15 ~ /20, corresponding to the estimated frequency of the
business cycle by the NBER, and consider what seems to be the most unfavorable frequency
for the tests when dealing with frequencies in (0, 7), given by 7, = 7/2, which also corresponds
to one of the harmonics of quarterly and monthly seasonality. For frequencies v € (0, 7) away
from /2, further simulations (not reported here) showed a much better statistical performance
both in terms of size and power. The rejection frequencies for a nominal significance level of
5% and sample length 7" = 100 are shown in Table 2.

Several interesting features emerge from this experiment. First, we comment the results
for the individual tests T((Hg) and TS/)Z. When d; = 1, and dy = 1+ 03, both tests have
approximately correct size when 65 is close to zero. However, when |f| moves away from the
origin, Té% may show size departures with respect to the nominal size, which are particularly
important when 65 > 0. This is also true for the TS)Q test when dy = 1 and d; = 1 + 01, now
noting massive size distortions for large #; > 0. As remarked in Section 4, these distortions are
originated from residual autocorrelation resulting from misspecification. For moderate degrees
of autocorrelation, size departures can be considerably reduced by augmenting the auxiliary
regression with p lags of the dependent variable. Table 1 shows, for p = 2, that augmentation
is effective in reducing the distortion, particularly in the region § > 0 in which the effect was
more pronounced. However, as usual, empirical size is corrected at the cost of power reductions,
which in this context can be large for the alternatives 6 > 0. Finally, it is interesting to note
that, when the empirical size approaches the asymptotic nominal level (correct specification),
the power of the Tgrl/)z test is only slightly smaller than that observed when the DGP only

includes a Gegenbauer polynomial. Similar behavior can be observed for T((fl)f).
In relation to the joint test statistics T and TE,?,), we observe that the restricted test is

more powerful than the latter when the restriction #; = 65 is true, but it is also considerably
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less efficient in the general context 61 # 05, particularly for small values of |f|. Both tests tend
to reject more easily the (false) null when fractional integration is present at the frequency 0.15,
i.e., at the frequency for which the magnitude |\; — 7/2 | is larger. For instance, if d; =1—0.1
and dy = 1, the power of T® and T%,IQ/) is, approximately, 39.8% and 48.7%, respectively. In
contrast, for d; = 1 and dy = 1 — 0.1, the power is only 8.2% and 16.1%. When both #; and 6,
move away from the origin, the power of joint tests, particularly that of T(MZ,), largely increases.
We note that the power of T(MQ,) seems to be symmetric for the set of frequencies considered,
whereas T tends to reject more easily when #; > 0 and #, < 0 than in the converse case. For
instance, the power of T for #; = 0.3 and 6, = —0.3 is almost 100%, whereas it is around 25%
for #; = —0.3 and A, = 0.3. By sharp contrast, the power of the unrestricted test T(WZ,) in any
of these cases is almost 100%. Finally, and as in the case of the one-factor model, considering
larger samples, 7" = {250,500} , leads to considerable improvement of the statistical properties
of all the tests. We do not present these results to save space, but these are available upon
request.

Finally, the last set of experiments considers again the two-factor filter A, (L;d) = (1 —
2cosy, L+ L?)1+09(1 — 2cos v, L + L?)%7% now allowing for stationary and invertible ARMA
patterns in the error term, i.e., we analyze the performance of the augmented-based test sta-
tistics when the DGP is,

A'Y (L, 5) Ty = &t
(1 — CEL) Et = (]_ — bL) V¢,

under the restriction |a| < 1 and |b] < 1. We first focus on ARMA(1,1) dynamics and, as in
Demetrescu et al. (2007), set a = 0.5 and b = —0.5. The ARMA(1,1) model is particularly
relevant because short-run dynamics in empirical applications are usually characterized par-
simoniously through this specification. Additionally, we analyze in more detail the effects of
persistence through an AR(1) with parameter a = {0.5,0.75,0.9} and b = 0 in the above spec-
ification. Since for empirical purposes the underlying structure of the short-run component is
typically unknown, we explore the effects on the tests when the number of lags to be included in
the auxiliary regression are determined according to Schwert’s rule, p = [4(T /100)"/ 4], as this
showed the best performance in the empirical analysis in Demetrescu et al. (2007). The rejec-
tion frequencies for the individual and joint tests given ARMA(1,1) patterns for 7" = {100, 500}
are shown in Table 3, whereas Tables 4 and 5 report the respective empirical results for the
AR(1) errors given the values of the autoregressive coefficient a.

We first comment the results for the ARMA(1,1) dynamics. The general conclusions that
arise for the weakly-dependent case are similar to those observed for the i.i.d case, although we
observe several quantitative changes. Augmentation proves able to help correct the empirical
size for all tests, and only small undersizing effects are observed in our simulations. However,
and as shown in previous literature, ensuring correct empirical size against general ARMA
dynamics through augmentation in small samples, such as 7" = 100, comes usually at the cost of
potentially large reductions in power in relation to the i.i.d. case. This pervasive effect has been
widely documented in the unit-root literature, where the augmented Dickey-Fuller regression
is probably the most widely used in applied settings. In fact, the power of the individual and
the joint tests shows figures similar in magnitude to those observed in Demetrescu et al. (2007)
for the fractional unit root case. By sharp contrast to the unit-root case, fortunately, power
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improves considerably faster at frequencies away from zero. For instance, for the ARMA model
considered, the power of Tg,?,?p is not larger than 39% in the range of @ considered when only 100

observations are available, corresponding to 8* = (—0, 3,0.3)". For a larger sample of T = 500,

everything else equal, power increases up to 98%. Similarly, the joint restricted test Tf) has
a peak of approximately 30% for T'= 100 when #; = 6, = —0.3, which dramatically increases
up to 99% for a sample of 500 observations. Finally, T((ﬂf) and TS}Q have power of 43% and
28% under 8" when T = 100, respectively, whereas for 7" = 500 power reaches 95% and 83%,
respectively.

Similar results can be seen when analyzing the effects of persistence in residuals. Although
the empirical size is approximately correct in all cases, as the autoregressive root approaches
one in a small sample with 100 observations, power reductions with respect to the i.i.d. case are
far more evident. For small values of |@| it becomes difficult to reject the false null, and even for
some configurations which include relatively large values of @ when a = 0.9. As in the previous
case, the power of the tests considerably improves as the number of observations increases.
Therefore, for the test T%p, given the set of observations that is typically available for many
empirical applications, augmenting the regression proves a valid tool to ensure empirical sizes
close to the asymptotic nominal level and good power properties.

6 Conclusion

In this paper, we have considered a regression-based LM test in the time-domain that allows
testing for fractionally-integrated patterns against integer integration in general models. The
tests involving single or multiple parameters can be computed from simple least-squares regres-
sions, and are asymptotically equivalent to the frequency-domain LM test of Robinson (1994)
and the likelihood-based tests in Nielsen (2004), for which the relevant critical values obtain
from a y? distribution with as many degrees of freedom as the restrictions being tested, and
independent of the order of integration. Augmented versions of these tests are asymptotically
robust against weakly-dependent errors following unknown patterns under quite general con-
ditions, and exhibit good statistical performance in samples of moderate size. This makes the
general regression-based LM testing strategy discussed in this paper a valuable tool for ad-
dressing preliminary data analysis in which parsimonious yet potentially restrictive hypothesis
related to the order of integration of the data may be formally validated or refuted.
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Appendix A: Limit Processes

Consider the limit expressions which characterize the asymptotic variances and covariances of

the partial sum processes under i.i.d observations.

Definition A. For any v € [0, 7], let

Y () = lim Y w?(v).

T—o0 <

Straightforward calculus shows that v (v) = 72/6,if v € {0, 7}, and ¢ (v) = 2(7%/3 — 7y + +?),
otherwise. Similarly, given 7, Y, € [0,7], ¥, # Vum, let

T
¥ (Yo Yon) = 0D 05 (1) w5 (V)
j=1
Note that |1 (7, 7Ym) | < 00 and, in particular,

U (Vs Ym) =4 W@ () =72 /2 if ¥, = 0,7, € (0,7)
(Voo = (V) /4 if v, = 7,9, € (0,7)

and, if v, Ym € (0,7), then

Y (VoY) = 27/3 =7 (Vo + Yo + [V — Yinl)
+ (O + 7m) + (7 = Tm])?) /2-

Definition B. Given v = (7,...,7,), with 0 = 7, < 7, < ... < 7, = 7, denote T, =
lirnT—»oo Z?:l W (7) wj (7)/’ i'e'a

V() Y2 e (s 7w)

r, = V(7)Y (1) o (Nayy,)

bl

VYo 11) Vs v2) o (1)

with 'y < 00 being a symmetric positive definite matriz.
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Appendix B: Technical Proofs

Before proceeding, consider the following additional notation. For an (n x 1) vector A, ||A||
denotes the Euclidean vector norm, such that [|A]||> = A’A. For an (n X m) matrix A, ||A||
denotes the Euclidean matrix norm, ||A||*> = tr (A’A). The constant K is used throughout the
proofs to refer to some generic strictly positive constant which does not depend on the sample
size. The notation, =, =, ™5, — denotes weak convergence, convergence in probability, mean
square convergence and convergence of a series of real numbers, respectively. The conventional
notation o (1) (o0, (1)) is used to represent a series of numbers (random numbers) converging
to zero (in probability), while O (1) (O, (1)) denotes a series of numbers (random numbers)
that are bounded (in probability). As in the main text, Iy is an indicator function, and
vectors and matrices are denoted through bold letters. Finally, since - is used to refer to the
vector of frequencies that characterize the filter A, (L; d), we shall use the short-hand notation

w; = w;j () as there is no risk of confusion.

Proofs for uncorrelated errors

Lemma B.1. Let ¢, = A, (L;d) z; and v = (74, -.,7,)"- Consider the random vectors, €%, ,

*k . . g *% * _ k% k% Ix%
and €2y as gwen in Definition 3.3, and let €y, — €5, 1 = ¥y, and " = 2, €775 4,

Qf =€, €5, 1. Then, for any arbitrary constants a > 0, § > 1/2, it follows as T— oo that,
’L) ’19,7’15_1 = Op (t_1/2) 3 and EHgt’ﬂﬂy,tHZ =0 (t_1> + O(t_z) s

. —a =T —a =T

i) ([T 3 g 0yul| = 0p (1) and [[T7 32,5 0]l = 0, (1),

iii) [T~ Sy (0 — Q) || = 0, (1),
W) IT7 S, 2 (0 — Q) || = 0, (1).

Proof of Lemma B.1.
For part i), let v € [0,7] and denote ¥, 1 = >, w; (7). Since w; (v) = O(1/5), it
follows that E [(¥4,)%] = O (Z;’;t 1/j2> = O (t7!) and, therefore, vtJ,; = O, (1). Hence,

€1~ =0 =0 (t71/2) . Also,

Elledyll’ =Y Y wi(v)wi(v,) E (efeejee)

s=1 j=t,l=t

where, from stationarity,

E (gfat,jet,l) = ke (0,7,1,0) + 04]I(j:l),
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and, since k. (0,7,1,0) = o <L> necessarily under the assumption of absolute summability,

7] 12]
then

o0 [e o] o0 1
5 et B = ¢S +o 3 )
==t i=t j=ti=t
- o(Sur) o (S h)o(L )
j=t j:tj =t

and therefore E||e;¥~ .|| = O (t7') + o (t72) as required. Note that, under condition A ii.a),
then £ (0,7,1,0) = 0 and the required result simplifies trivially to E||e;04||* = O (t71). For
part i1), since E (e,656¢—je5—;) = 0 for all ¢ # s owing to the MDS property of ¢;, we have

1 T
T D St
T t=2

2

E

T
1
S 7o > Elled il +0(1)
t=2

(i Ot ") +o0 (t2)]> +0(1)
log}

1
T2
O Toa ) +0(T7) +o(1)

= o(1)

for any a > 0 under Assumption A, by using (7). From Markov’s inequality, we can conclude
that,

1
e (e — )| = 0 <\/log T/T‘“) — 0, (1).
t=2
Similarly,
1 T 2 1 n T 0o
E ﬁzﬁmt S T YD wir)wi () E(erjert) +o(1)

log T
- o)

For part i), first note that we can write

00 t—1 oo oo t—1
)k * / / /
QF —QF = E WwiE—j€— | + g WwiE—j€—1 | + g g WWEL_jEr—i

Gt j=t 1=1

= Dy + Dy + Dgyy,



where these terms have been defined implicitly. For the first component, note that Dy =
19%1519'%# Then, from the triangle and Cauchy-Schwarz matrix inequalities and the MDS property
of ¢; it follows that

IN

T
1
B ; 9,9,

1 & 1 <
T 2 B[00 < 2 D E 1957
t=2 t=2

(Tizzwi () B (efj)) +o()

2 j=t

B log T
o)

and, hence, ||[T~* Y27, Dy|| = o, (1) for any a > 0. Similarly, Dy, = Z;;ll wier i (2, wier) =
5;#119;715. Therefore, for any 8 > 1/2, it follows by triangle and Cauchy-Schwarz inequalities

IN

joint with the properties of the matrix norm that

1 T
0 < s VBl PV E 19
t=2

1 T
B |75 2 D

=2

<

t=2
T1/2
- ¢ (W)

= 0,(1)

= O(1) and E||9,,]]° = O(1/t), as discussed in (i)
above. Finally, D3 = (Zj:t wjgt_j> (Zf;i wlst_l) =Dy =19, ta,yt 1, and consequently
HT Zt 5 D3y O, (%), which renders the required result. For part iv), note that

e2 (7 — QF) = 2 (Dy; + Dy + D),), and the required result then holds as in previous lem-
mae. First, e2Dy; = (6,9,,) (9,.6:) , and hence, by the triangle inequality and Cauchy-Schwarz

2
*
because E Hé‘%t,l H

inequalities

1 T
t=2

for any o > 0 from (). Also, 2Dy, = (5t5f/’t_1) (9.,.4¢:)", so for any B > 1/2 we have

1 & 1 o
T8 E e Dyl < T8 E \/E Hgtgiky,t—1H2\/E leed.al?
t=2 t=2

| 7
T8 Z \/E Hgtgikyft—ﬂf\/E [ET R
=2

oM o

22

T
1 2
<z ;2 Elledy . |I” =0 (1)
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T1/2

Since obviously HT‘ﬂ ST, Dyl =0, (W) = 0, (1), this completes the proof.l

Lemma B.2. Let A., = E (5?6%_15[;‘;_1), with €%, | generated from eq; = Ay (L;d) .
Then, under Assumption A and the null hypothesis, the following result holds as T — oo,

T
1 *
ﬁ <Z2 6d7t€“y,tl> = N (0, Ae,v)a
t—

with A, = o*T under Assumption A ii.a).

Proof of Lemma B.2.

Under the null e4; = &, from which

T T 00 T

kk
E €€y 1 = E E Wici—j&¢ | = E Z,, say,
=2 =2 \j=1 t=2

where F (Z;|G:—1) = 0, so {Z,G;} is a vector MDS with unconditional and conditional covari-

ance matrices

E(ZZ) = > Y wiw) E(fa_je) = Aey,

j=1 1=1

E(Z,Z}1G,1) = Z wwier_ et E (5?|Qt_1) .
=1
It is interesting to briefly comment the conditions upon which A, , is well-defined. Owing to

stationarity, F (e7e,_je11) = ke (0,7,1,0) + 0*I(j=y, and thus

Ay =0Ty + Y ww £ (0,5,1,0).
Ji>1

The first component is bounded and positive definite, as discussed in Appendix A. Since w;
is not absolute summable, the second component requires additional summability conditions
making k. (0, ,1,0) negligible as j,I — oco. Under ii.d errors, k. (0,7,1,0) = 0 for all [, 7,
and hence A.., = ¢'T, is bounded and bounded away from zero. Under the more general
MDS assumption, the absolute summability of the fourth-order cumulants ensures A, , < oo,
and as a result the asymptotic covariance matrix is characterized by the pattern of conditional
heteroskedasticity. Since A.. — 0T, is obviously semipositive definite, A, is bounded and
bounded away from zero.

We now prove the required result by using the central limit theory for vector MDS. For
any A € R" such that XA =1 define 2, = XNZ,. Then, we require (C1) T-'Y,, 22 —
E(z2) 2 0, and (C2) maxoci<r |2] > 6 2 0, for some § > 0, (c.f Davidson 1994, Thm
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24.3). Note that 7131, (22 — E (22)) = NSz, where Sy = T7' Y], (Z,Z) — A. ) owing
to the MDS property of Z;, and then (C1) is verified if S; = 0, (1) by Slutsky’s theorem. It
is worth noting that > % |w; (7;) wi ('yj) | < oo for any v;,7; € [0,7] by Cauchy-Schwarz in-
equality, so €2%_; is defined through a G,-measurable transformation of a strictly stationary
and ergodic process under Assumption A. Therefore, Z; is a strictly stationary and ergodic
MDS (cf. White 2000, Thm. 3.35), and so is z;.

Under Assumption A ii.a), T-' Y1, [E(Z,Z)) — E(Z,Z}G,1)] 2 0, because {Z;, G} is a
stationary and ergodic MDS. Furthermore, since F (|g;]*) < K < oo for all ¢, and F (Z,Z;}) =
o*Ty, then TS, F (Z,Z) % o*T, from stationarity. Alternatively, under Assumption A
ii.b), for any v;,7; € [0,7], and the set of indices [;, > 1, h = 1,..., 4, define

Gij (1, I, 13, 1a) = wiy (3;) wiy, (7)) wiy (V) wia (75)

and let E|[Sr — A.,|[> = 37, &, whose characteristic element is given by

2
Eijr = ( 253 i1y, 1 [Am]ij>
fe’e) T T
=77 Y gij(zl,...,z4){T—1Z
1

t=2 s=

Cov (8-t E1—1oE7 Es—15Es5—14E )} +0(1).
2

The covariances on the right-hand side do not depend on any of the elements of . Furthermore,
under the assumption of stationarity, they can be written as the sum of products of cumulants
of &; of order eight and lower (cf. Brillinger 1981, Thm. 2.3.2), which eventually rule the
asymptotic behavior of &;;r. First, we examine the case i = j = 1 related to v; = 0. Under

the restriction of absolute summability, 7|1 7| is uniformly bounded by
Z Z |§11 ll,...,l4>’ |K,5(0,l1—l4,l1,ll,7'—l3+11,T—l4+ll,7'+ll,7'+l1>|

with 7 =t — s; see Gongalves and Kilian (2007) and Proposition 2 in Demetrescu et al. (2007).

1
11 X...xlg

be shown to be uniformly bounded as well. Then, for the generic term &;; r, ¢, j > 1, and noting

By Lemma 10 in the latter paper, and noting that <11 (I1,...,14) = O < , this term can

that |w; ()| is uniformly bounded in [0, 7] by 2/j, it follows for any pair ~;,v; € [0, 7] that

lsij (11, .oy 1a)] < H 120, < 8le11 (I, - 1)l

from which obviously 7" |€;;r| < 8T |&111r] < K < oo, independently of T" or the particular fre-
quencies involved. Consequently, F||[Sr—A.,|[>* =0 (T') =o(1)and T* Zt LE1EX 1€ 4 —

A, .. Since mean-square convergence implies convergence in probability, (C1) holds under As-

sumption A as required. At this point it is worth recalling that HT ! Zt 5 E2 (s,yt 1 57,t71)
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0p (1) from Lemma B.1 i), so it follows by the Asymptotic Equivalence Lemma [AEL] (cf
White 2000, Lemma 4.7) and under the null hypothesis that

T
—1 2 * % p
T E €4,t€~t—1€ v t—1 A,
t=2

To address (C2) recall that, under Assumption A, {Z;, z;} is strictly stationary and ergodic,
and uniformly bounded and bounded away from zero under the Ls-norms, so the Lindeberg
condition in (C2) is trivially satisfied (cf. Davidson 2000, Thm. 6.2.3). Therefore, the Central
Limit Theorem (CLT') for MDS joint with the Cramér-Wold device (cf. Davidson 1994, Thm.
25.6) allows us to conclude under the null hypothesis and as 7' — oo that T7-/2 3 erer, | =
N (0, A. ~) . To complete the proof, recall from Lemma B.1 77) HT*U2 ST, 79,49, (1),
so by the AEL it follows that,

T‘1/225 1= N(0,A.)

as required. This completes the proof.l

Lemma B.3. Define the k-th order autocovariance E (e, 1%\ ) = A, (k), k>0, and
let €, be the estimated residuals from the auziliary regression (20). Then, the following results

hold under Assumption A, the null hypothesis, and T— oo:

i) k= AL, (k) < oo for p>1;

.. _ T p

i) T30 o€l 1€ —>U2F7§

iii) T3, ee €185 > Acyy, with A, = = (efe e 18T 1) -

Proof of Lemma B.3.

In 4), the asymptotic k-th order autocovariance matrix, k > 0, is given by

k% k%
E (3151 k) E w;wiE (e—je—p1) = 0° g wjwi = Acy (k) < 00

7,l=1

with A, , (0) = A. . More specifically,

N 1 1 (1 1 log k
o= Sten) = (3 (55 7)) (%)

and, as a result, {Ap /{;)}ZOZO is summable for any p > 1. For part i), let again Q* =

. Y Y% . . .
e ,ehi y and QF = ef e, |, with 7 and €7 being their respective sample means.
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Clearly, £ (QT> = 0°I',,, whereas ﬁ*T is asymptotically unbiased, since
T T

T
E (ﬁ;) = o ijwg- — T ! Zj [wjw)] +0°T7! Z w;w)
=1

j=2 j=2
T

= o? ijw; —o(1)+0(T™)
j=1

— 0'2]:‘7.

We can show that ﬁ*T* = 02T, using a similar approach as in Lemma B.2., from which ﬁ; LN
0T, by Lemma B.1 4ii) and the AEL. In particular, note that we can write

2

T [e'S)
1 *kk
TE ?Zﬂt —(;21“7] = Y sl
t=2 ij l1,.ey l4=1
1 T T
X T Z Z Cov ([St—llgt—lz] ) [5s—l355—l4]) +o <1> :
t=2 s=2

Following Lemma A.2 in Gongalves and Kilian (2004) and Lemma 8 in Demetrescu et al. (2007),
this term is uniformly bounded by B;; +2> 77 [AZ, (k:)Lj, with A, (k) defined in (¢) and

o0 (e 9]

Biy= > > e (o la)] 5 (0 — It + 15— It + 1 — 1) |.

Since |5 (11, -, la)] < 8 Js11 (1, ly)| and D> oo Ag,7 (k) < oo from stationarity and accord-
ing to (i), then for any pair v;,v; € [0,7], By; +2> 7 [AZ, (k)]w < oo as a corollary
of Lemma 8 in Demetrescu et al. (2007). Hence, E||Q; — T, |]> = O(T~") and therefore
Q; ™ ¢2T,. But since ||[T7' 3.1, (@ — Q) || = 0, (1) from Lemma B.1 iv), the AEL allows

us to conclude for the observable sample mean process

T
—1 * 1% p 2
T E :8.77,5,15%75,1 — 0 I“ya
t=2

as required, with convergence in probability being implied by the stronger convergence in the
mean square sense.

In 4ii), the null hypothesis implies ¢ = 0 and e; = ¢; in the auxiliary regression, thereby
2
e~ = (2221 ¢S,T8fy:t—1) = (81:;2,161571) (Cbépé‘fyft,l) . Hence,

T T
T Z Eqit—1 (ef - 5?) Eyi-1 T Z Q7 ;7| < T Z 192" P r 2|
t=2 t=2

IA

T
]' k% k%
TZHQt | | prer|l 11827
t=2
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by the triangle inequality, first, and the Cauchy-Schwarz inequality matrix, finally. The esti-
mated parameter vector ¢ is v/T-consistent (see proof in Theorem 4.1 below), so ||| =
O, (T71). Since

E“Q:*H < Z Z ‘gm l17'-~7l4)| |E(gt—llgt—lzgt—lsgt—hﬂ

is uniformly bounded from Assumption A it follows that
|- (535007) 0.

as T diverges. Finally, as Lemma B.1 idv), we can readily show that
HT D (9,19, _4) (€7 5t)‘ =0, (1), so the AEL renders the required result.ll

Proof of Theorem 3.1.

The proof of Theorem 3.1 is now obvious in view of the results in Lemmas B.1.-B.2., and holds

T

Ik % ~2
§ —yt 1€4t-1 (t 5t

t=2

straightforwardly by the Continuos Mapping Theorem (CMT). In particular

T /
1 *
LMy = <ﬁ tEZZ 5d,t5'r,t1>

= (A7) [By']| (A7), say

T

-1
T
1 52 e* El* ] < 1 €4 e*
T E d,tS~,t—1%v,t—1 E : A, t—1
T VT =

t=2

Under the null hypothesis, eq; = &, so under Assumption A, Ar = N (0, A, ) and By 2, A,
as T — oo according to Lemma B.1 i) and iv), Lemma B.2, and the AEL. The required
convergence then follows by the CMT from which LM = N/ N,,, where N, is a n-dimensional
standard normal distribution and, hence, LMy = X%n)-.

Proof of Theorem 4.1.
Let ¢7 be the OLS estimator in eq; = ¢1€37 ;1 + dplr ;1 + ... + 9,857 1 + €. Since under
the null hypothesis ¢ = 0 and e; = €4+ = €, then

ok Pk - 1 d ok
\/T¢T = <T Zefyt 1€41— 1) (ﬁ tzgts'y,t—1>
= (Cr) ' (A7),

where Ar is defined as in the proof of Theorem 3.1 above. Hence, under Assumption A, and
as T — oo, it follows from Lemmas B.1-B.3 and the CMT that

*ok 1 -1 —1
VT s = N (o, (;> T AT ) ,
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so that @7 is v T-consistent and asymptotically normal. If the errors are i.i.d, A., = o'T,

and the asymptotic covariance matrix reduces to V., = I'J !, Similarly, from Lemmas B.1 and
B.2 and the CMT, it follows that

VT¢r = N(0,V,)
as required. This completes the proof.l

Proof of Theorem 4.2.
The proof of the convergence of the regression based test statistic Tg}) is immediate from the

asymptotic normality in Theorem 4.1 and holds as a corollary. Note that

1 = (VTor) [Vyal " (VTer).

where V, r can be estimated by using either €, or €4, in the sample estimate of A. -, as shown
in Lemma B.3 ii), whereas E (eift_le’;‘;_l) can be estimated consistently as either ﬁ; or
(6%I‘,y) , with 63 being the sample variance of either eq, or €, and I, determined numerically
or by means of the close-form representations in Appendix A. From Theorem 3.1, Tg}) behaves

asymptotically as a Gaussian quadratic form, and then the CMT ensures TS;) = X%n)-.

Corollaries.
Consider the auxiliary regression in Corollary 4.1 when the auxiliary regression has only 1 <
m < n variables,

_ * * *
€a;t = 9251571,15—1 + ¢2€72,t71 +.t d)mg'ym,tfl + etm

but eq: = A (L;d) 24, d € R™. For simplicity of notation, but with no loss of generality, assume
the regressors correspond to the first m frequencies in v and define ~,, = (v,,...,7,,) . Under
Hy : 8 =0, e4; = €, and both the dependent variable and the regressors preserve the asymptotic

properties discussed in the main test. Consequently,
1 ~1 ~1
\/T(pT,m :> N <07 <F) I"ym/A'E,’}’"LI"ym,)

with ¢, = (¢4, ...,gbm’T)', L, =37 wi (¥, w;(v,), and A.,, corresponding to the
upper-corner sub-matrix of A, .. The asymptotic distribution of the Wald-type test for Hy =
¢1=...= ¢, =0is now X%m)'

For Corollary 4.2, notice that the score of the log-likelihood function when 6 =61,,, with 1,
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being a vector of ones in R", is given by

OL(5. 02 1«
% — —EZg (10g +Zlog )] +log [1+L]>
Hg:6=0 t=1
1 e e (S
= F Z Et <Z Wy (75) 875—])
t=1 s=1 \j=1

Il
Qw| —_
[~
O
VR
vy
3
™
2 %
w ¥
T
_
~__—

which suggest that Hy : @ = 0 can be tested by analyzing the statlstlcal significance of the ¢

parameter in the auxiliary regression eq; = <§ €3 41 | T u Since E € i1 =165, 418

a linear transformation of the regressors in the basic auxiliary regressmn we have that

(_éT = (125—2}1”)—1 (1 [Ete'yt ID

and, hence, it follows from Theorem 3.2 and the CMT that v/T'¢; = N (0, 1V,1,)as T —
oo.l

Proofs for weakly correlated errors

Lemma B.4. Let {b;},., be the coefficients in the Wold representation, &, = >3, bjv;-
under Assumption B. Let ¢; () be the j-th element in the serial convolution of {wjs1(7)};50
and {b;},., for any v € [0,7]. Then, p; (v) = w1 (7), if j=0, and ¢; (7) is O (w; (7)) otherwise.

Proof of Lemma B.4.
Recall that, for all v € [0, 7], |w; (7) | < 2/j, and hence w; (7) = O (1/j) . The serial convolution

of {;},-, and {w; 1}, determines coefficients as a function of the v frequency which are given
by

J
) = Z brwj—r+1 (7)
k=0

where ¢; (7) < |p; (7)] < QZj_OjJT'H]b,J with ( k+1> <kforall 1 <k <j,s0¢p,(y) <

|bo| <]+1> +2 Z] 1 J|bx|. Since for any stationary AR(p) model Z§:1j|bk| < 00, the coefficient
¢, (7) | is bounded by a constant as j — oo, and hence ¢, () = O (1/j), which leads us to the
desired result.

As a result, {goj (7)} belongs to the same space of squared-summable coefficient series as

{w; (7)} does, so the results discussed under MDS errors follow under Assumption B in most
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cases by simply modifying the limit variances. Also, note that since v is taken from [0, 7], this
lemma trivially generalizes the results in Demetrescu et al. (2007), discussed for v = 0, to any

other frequency.ll

Lemma B.5. Under Assumption B, the asymptotic and truncated processes under the null

hypothesis are mow given by €, | = Z;io PV 1, €5y g = Z;;B Pv—j1, with @; =

(goj (Y1) - (fyn)) , and {goj }j>0 giwen in Lemma B./J. Then, as T is allowed to diverge,

Lemma B.1 still holds under Assumption B with trivial modifications, i.e.,: i) 94, = O, (t*1/2) ,
_ o\ —aT —a =T

and E||vedy ]| = O (t7") + 0 (t72), i) |77 320,y vyl = 0p (1) and [|[T72 32,4y Oull =

o (1), ii1) T 621& — ( Eqit— lefyt 1 6’7715—16{7,15—1) | = o (1),

w) [|TP Y vi (e el —er, el )| =0,(1), for any a >0, 3> 1/2.
Proof of Lemma B.5. It holds directly from Lemma B.4 and Lemma B.1.

Lemma B.6. Let X, = (a1, ...,5d,t,p)/ be the p-dimensional vector with the lagged values
of the dependent variable, and define the n+ p dimensional vectors X;, = (€% €11, X4 ) X =
(e57-1.X,,) . Define Qi = E (X;Xir) , and let ©, = T7' 330, X Xpr. Then, i) Q5 is
bounded and bounded away from zero, and ii) ||Q; [ =0,(1).

Proof of Lemma B.6.

For part i), note that €2** can be partitioned as

SR D 25 U D 3/ IV
W= ( [E‘EX]I)XH [Ex]pxp >’

where ¥, = o* Zj; @, is positive definite and bounded because {goj (7)} is square-
summable. Similarly, ¥x = 0?32 bbb}, with b; = (b;_1,...0,,) and b = 0 for all
[ < 0, is finite and positive definite owing to absolute summability of the coefficients in the
Wald’s representation of any stationary AR(p) process. From the Cauchy-Schwarz inequality,
1Zx|] < |Z]]Y2 [|Ex ]2 < oo, from which |[€25*|| < oo. Finally, £3* is singular if and only if
the elements of X}~ are linearly dependent, which obviously is not the case, so det(£25*) > § > 0.
Part ii) holds if (a) [|2%, — B., || = 0, (1), (b) [[E% — x|l = 0, (1), and (¢) [|BZy — Bex|| =
op (1), given the respective sample estimators, e.g., % = (T — )" ZtT:pH €l 165 1 The
proof of (a) follows from B.4 and B.5 and identically as in Lemma B.3. The proof of (b) follows
as in Theorem 2.2 in Gongalves and Kilian (2004). Finally, for part (c¢), define

Ayr = Zbg‘@jﬂq (7%) ["Uf—j—i - ‘72} )
j=0
T T

Agr = Z Z 190] (Vi) Ve 1V-1
=0 j=

¢z+
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and let E| |i:} — ngHz = Zf ZZ ZZs:p-i-l E [(AltT + AQtT) (AlsT -+ AQST)] . Notice that

T T
T2 Z Z E(AyrAsr) = = Z Z biw; (7) by (vk) X

t=p+1 s=p+1 ]—foo l=—0c0
l Cov (v2 v? )
T t—j—i—1> Ys—l—i—1
t=p+1 s=p+1

by setting b; = ¢; (7;,) = 0 for all j,I < 0. Under the restriction of stationarity and absolutely
summable cumulants, the term in curly brackets is uniformly bounded in ¢,s and T for any
1 < i < p < 0. Hence, given some constant K < oo, it follows by the Cauchy-Schwarz
inequality that

T2 Z Z (A A1) < % <ZO bj‘Pj (7)) % <Z b2> (Zﬂ W?-s—i (7))

t=p+1 s=p+1

= o(r™).

Similarly, under Assumption B, we can show that the remaining term,

T Z Z (AgerAser) + T2 Z Z E (Ayr Agir + AyrAaer) = O (T7)

t=p+1 s=p+1 t=p+1 s=p+1

from which [|Z*% — Z.x|| = O, (T/?) = 0, (1) by Markov’s inequality. Finally, as in Lemma
B.2, we can show

T

155% = ikl =0, (Tl > (@ - 92‘)) =0, (T7%) =0, (1),

t=p+1

and then the AEL renders the required result. This completes the proof. B

Lemma B.7. Let A, = F (thX;“; X;’;*) be defined through the partition

[Ag"y}an [A;X]nxp
[AaX]an [AX]po
and let ey, and €, be the residuals, and the estimated residuals, respectively, from the augmented

auxiliary regression. Then, under then null hypothesis, Assumption B, and as T— oo :

i) A, < 00, and det(A,) > 0 > 0;
i) TV eth* = N (0,A,);
i) T3 e, (X5 X)) B A,

Proof of Lemma B.7.
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For part i), AL, = 3., + 3 [e,01] K0 (0,4,1,0), with 3., = o* > ey ;) defined in

Lemma B.6. From Lemma B.4 and Assumption B, the same statistical considerations as in

b
ey

Similarly, we can show as in Theorem 2.2 in Gongalves and Kilian (2007) that Ax < oo,

Lemma B.2 apply on A? , and as a result this a finite, positive definite covariance matrix.
whereas from the Cauchy-Schwarz inequality A.x < oo, from which A, < co. Asin B.6, A, is
invertible, and so det(A,) > ¢ > 0. For part i), under the null hypothesis e;, = v;, so given
Vi1 = (Vi_1,..,vp) , we have
4 err a > 30 v a Z
-1 | _ Vt—j—1Vt - et

SR S D ol ST REST | BB ol (G I

t=p+1 ( Xip t=p+1 Lj=0 bjVi—j-10¢ t=p+1 Zx,
Clearly, {Z., Fi} and {Zx;, Fi}, Fr = o (v; : j <), are squared-integrable MDS under As-
sumption B, with E(Z.Z.,) = AL, E(Zx.Zy,) = Ax, and E(Z,ZY,) = Alx. We can
use the CLT for MDS as in Lemma B.2 to show asymptotic normality of the normalized
Z' ). In particular, note that (C1) holds if a) ||Ab, , — ALl = 0,(1), b)

!/
sums of (Z e

et
[Ax7 — Ax|| =0, (1), and ¢) ||Acxr — Acx|| = 0, (1), where again the first terms denote the
sample estimates based on the filtered process. The proof of a) follows along the same lines as
in Lemma B.2 owing to Lemma B.4. The proof of b) follows as in Theorem 3.1 in Gongalves and
Killian (2004). To check ¢), note that for 1 <1 < p, and 1 < k < n, the characteristic element of

TE||A.x7 — A.x||* can be written as 71 ZtT:pH ST Cov (Edt—i€ry t—1VF, Eds—iC;,s—1V2)

s=p+1
i.e.,
o0
-1
T E bllblgS% (%) Ply (V&)
l1,..,la=—00
T T
X D> Y Cov (Vi 1V 1y 1V} Vsmity—1Vs—1,—107)
t=p+1 s=p+1

with b, = ¢, (v,) = 0 for all | < 0. First, consider the zero-frequency case for which k = 1. As
discussed in Proposition 2 in Demetrescu et al. (2007), this term is uniformly bounded by a
constant that does not depend on t,s,T or i. Then, for any 1 < k < n and all 1 < i < p, note
that

|bllbl:»,S012 (V&) Py (%) ‘ <4 |5115139012 (0) Py 0) |

and as a result it is immediate to show that E||A.xr — Ax||> = O(T7!) = o0,(1), thus

implying
1 T
S S a,
t=p+1
' Z,) is defined by an JF;-measurable
function on {v;}, so it is a strictly stationary and ergodic MDS (cf. White 2000, Thm. 3.35).

as required. Finally note that, from Lemma B.4, (Z!
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Furthermore, from (7) in this lemma, the process is bounded and bounded away from zero under

the Lo-norms, so (C2) holds trivially. Hence, as T — oo, Assumption B, and under the null

hypothesis T~1/2 Zt—erl epXir=N (0,A,) . Finally, since ||/ ZthpH o (X = X3)) || =
0p (1) from Lemma B.5, it follows by the AEL that

T2 Z Xy, =N (0, A,)

t=p+1

as required. For part iii), consider a;r the LS estimate of the i-th autoregressive coefficient.
Then,

p n
vy — €y = Z (air — ai) €ap—i + Z ¢k,T5:k,t—1 =0y (T_1/2)
i=1 k=1

owing to v/T-consistency (see Theorem 4.3 below). Therefore, v? — e, = (Ve — €yp) (Ve + €p) =

O, (T7Y?) + 0, (T"), and hence

T 1 7
oy weayxx| < LS e-a xpxs)
t=p+1 t=p+1
- 0,
= 0,(1)

which together with (i7) above implies that ﬁ ZtT:p 6 (X X)) 55 A, by the AEL. But

since

T Z v — ) (XX - X X)) = (T—l > (Wi —e) (@ - Q;;))
t=p+1 t= p+1
_ ( Z 0, (T712) 0, (1/\/g>>
t=p+1
= O (Til/z)
= 0 (1)

by using Cauchy-Schwarz inequality, it follows from the AEL that

1 T
IT eth* X/* Ap + Op (1)
p t=p+1
as T is allowed to diverge. This completes the proof.l

Proof of Theorem 4.3.
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The proof of Theorem 4.3 is immediate in view of the previous results. Let 37" and B, be the
OLS estimations in the corresponding augmented auxiliary regressions eq; = X" 8™ + €, and

cat = X5 B + ey, respectively. Since

ﬁ(ﬁT — ) = (% Z X:pX;fk;/?) (% Z €thIp>

t:p+1 t:p-‘rl

then according to lemmae B.4-B.7 and the CMT, it follows under Assumption B, the null hy-
pothesis, and as T — oo, that VT (845 — p,) and VT (B, — p,) are asymptotically equivalent,
with
) —1 xx) —1
VT (Br = o) = N (0, (27) A, (27) 7).

Proof of Theorem 4.4.
Given normality in the estimated coefficients, Theorem 4.4 holds as a corollary of Theorem
4.3. Let R be an n x (n + p) matrix such [R],; = 1 for all i = j and zero otherwise. Consider

the regression-based test statistic on the estimates of the augmented auxiliary regression, i.e.,
n ! —~ 1—1
T, = VT (R8,)| [RV:R] VIR (8,)]

where i\/’T is the sample counterpart of the asymptotic covariance matrix of 3, i.e.,
1 T 1 — B
\r * */ ~2 * */ * */
Voo (33 xx) (53 Axx) (53 %)
t=p+1 t=p+1 t=p+1

where the inclusion of the squared estimated residuals, é\fp, is intended to provided robustness
against (conditional) heteroskedastic patterns of unknown form. Given the previous lemmae
and the CMT, it follows readily that

VT (RBr) = VTr = N (0.R[(2) " Ay (25) | R)

under the null hypothesis and as the sample length diverges, Tgﬁ; converges to the distribution

of a Gaussian quadratic form and therefore T(V% = X%n)-.

Corollaries.
Corollary 4.3 holds from asymptotic normality in Theorem 4.3 owing to the fact that A, oc 27",
see Theorems 4.32 and 4.37 and comments in White (2000). Similarly, Corollary 4.4 holds as
Corollary 4.2.
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1 Tables and Figures

Table 1: Empirical rejection frequencies when the DGP is the Simple GARMA model
(1 —2cosy, L+ L) 0% =&, & ~iidn(0,1).

0
-3 -2 -1 0 1 2 3
T=100
999 984 540 .052 .584 981 .999
999 933 401 .054 445 927 998
988 .810 .302 .056 .329 .832 .982
946 689 232 .049 267 .721 .946
929 630 .210 .050 .248 .686 .932
955  .683 .236 .051 .269 .730 .947
985 826 .311 .045 .331 .836 .985
998 929 425 .051 452 933 .998
999 982 536 .050 .585 .984 .999
T=250
999 999 924 .043 921 .999 .999
2999 999 818 .057 .814 .999 .999
999 997 653 .050 .686 .995 .999
999 979 516 .052 .563 .980 .999
999 971 468 .051 545 968 .999
2999 980 .520 .051 571 978 .999
999 998 664 .045 .682 .994 .999
2999 1.00 .811 .050 .816 .999 .999
999 999 918 .045 913 .999 .999
Note: Empirical size is in bold.
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Table 2: Empirical rejection frequencies when the DGP is the 2-factor GARMA model

(1 —2cosy;L + L?)**0 (1 — 2cosyo L + L2) 020, = ¢4, ¢ ~ iidn(0,1) and T=100

Test on 01 2-lags Augmented Test on 6
T2=73 Vo= 3

v, =0.15 -3 -2 -1 0 1 2 3 01 -3 -2 -1 0 1 2 3
-3 .999 .999 .999 .999 .999 1999 .999 -3 | .636 714 815 .883 .950 978 .993
-2 975 981 .987 .992 .999 1999 .999 -2 | .361 .393 .460 514 .604 .698 762
-1 411 452 .508 .608 707 827 .924 -1 182 .165 .159 152 .145 .156 .165
.0 .143 .098 .073 .053 .062 .103 .244 .0 | .088 .069 .052 .047 .048 .053 .068
1 .868 812 751 .633 488 282 123 1 .062 .059 .061 .098 .158 .269 .400
2 .999 .998 .995 .988 .975 .936 817 2 .070 .054 .076 .140 .286 .489 .695
3 1999 .999 .999 .999 .999 1999 .994 3 .094 .066 .068 125 267 511 756

Test on 09 2-lags Augmented Test on 65
Y2 = % Y2 = %

v, =0.15 -3 -2 -1 0 1 2 3 01 -3 -2 -1 0 1 2 3
-3 772 1430 114 071 .364 774 .955 -3 .b84 370 157 074  .082 174 313
-2 756 375 .088 072 398 799 .965 -2 | .646 .362 176 .073 079 178 311
-1 814 408 107 .061 .358 778 .954 -1 .638 .361 154 .057  .076 .190 344
.0 .923 .625 202 .046 .253 .660 .929 .0 .601 312 116 .045 .097 .249 417
1 .994 912 597 JA87 113 444 .814 1 .554 .260 .083 .046 129 .322 528
2 1999 .997 .953 707 308 213 497 2 .539 1232 .064 .043 180 424 .661
3 1999 .999 .999 976 835 .502 318 3 .610 284 .087 .049 191 475 710

Joint Restricted Test Joint Unrestricted Test
Y2 =75 Yo =735

v, =0.15 -3 -2 -1 0 1 2 3 01 -3 -2 -1 0 1 2 3
-3 .999 999  0.997  .959 741 .362 247 -3 .999 1999 .999 .999 .999 1999 .999
-2 .996 .992 .963 .834 512 .220 237 -2 994 978 974 977 1990 .999 .999
-1 .793 731 611 .398 179 .098 .290 -1 .892 .684 .502 A87 .693 911 .985
.0 .126 .102 .082 047 067 .205 480 .0 .857 510 161 .049 205 .592 .893
1 631 .590 .583 574 .625 730 .853 1 .988 913 741 .556 535 718 .898
2 987 .985 .982 981 .982 1988 .993 2 .999 1999 .992 .980 974 981 991
3 .999 .999 .999 .999 .999 .999 .999 3 .999 1999 1999 .999 1999 1999 .999

Note: Empirical size is in bold.



Table 3: Empirical rejection frequencies when the DGP is the 2-factor GARMA model with ARMA errors:

(1 —2cosy, L+ L?)**0 (1 — 2cosyo, L + L) 020, = ¢, (1 —0.5L)e; = (1 + 0.5L)vy, vy ~ didn(0, 1)

T=100
Test on 04 Test on 04
Y2 =73 Yo =75
v, =0.15 -3 -2 -1 0 1 2 .3 v, =015 | -3 -2 -1 0 1 2 3
-3 078 105 162 .215 .285 373  .427 -3 .160 .070 .035 .051 .096 .197 .276
-2 032 .046 .063 .090 .145 173 214 -2 181 088 .048 .049 .086 .162 .243
-1 .034 .031 .045 .044 .061 .079 .093 -1 199 098  .056  .042 .065 .124 182
.0 .050 .049 .046 .045 .042 .046 .053 .0 A83 113 .060 .043 .053 .087 .134
1 077 .069 .068 .061 .059 .060 .057 Nl 150 .100  .062 .047 .050 .060 .085
2 .097  .095 .100 .090 .092 .093 .093 2 .097 .071 .055 .039 .043 .053 .065
3 A27 0 127 1250 134 132 134 145 3 063 .059 .043 .042 .044 .046 .054
Joint Restricted Test Joint Unrestricted Test
Y2 =73 Yo =75
v, = 0.15 -3 -2 -1 0 1 2 .3 v, =015 | -3 -2 -1 0 1 2 3
-3 300 233 148  .088 .067 .099 .142 -3 204 142 122 141 202 315 .381
-2 131 120 .089  .059  .051 .072 127 -2 156 .097  .058 .069 .115 .160 .228
-1 .063 .056 .055 .045 .041 .057 .096 -1 137 075 046 .039 .058 .094 .138
.0 .047 .043 .046 .043 .049 .062 .080 .0 121 076 .046  .037 .044 .063 .090
1 .065 .059 .063 .060 .061 .075 .086 1 113 .079  .058 .053 .053 .062 .075
2 .093 .087 .092 .094 .092 .104 .113 2 103 .077  .073  .061 .068 .075 .085
3 A260 127 123 136 127 .130  .139 3 105 .094 085 .096 .091 .100 .105
T=500
Test on 01 Test on 09
Y2 =73 Y2 =75
v, =0.15 -3 -2 -1 0 1 2 .3 v, =015 | -3 -2 -1 0 1 2 3
-3 .808  .841 870 .891 .905 .936  .949 -3 750 344 078 .058 300 .639 .825
-2 523 b33 609 .505 498 493 499 -2 645 306 .077 .053 .222 508 .737
-1 242 218 187 159 128 110  .097 -1 488 242 071 .051 .162 .383 .586
.0 .092 .078 .064 .051 .048 .041 .053 .0 295 134 .067 .052 .113 279 437
1 091 .093 .096 .109 .129 .153 .193 1 126 .078  .045 .050 .095 .190 .290
2 241 256 276 .292 .328  .360  .408 2 052 .048 .045 .046 .066 .110 .167
3 435 446 469 490 524 542 573 3 .049 .044 .042 .042 .055 .063 .081
Joint Restricted Test Joint Unrestricted Test
Y2 =3 Yo =75
v, = 0.15 -.3 -2 -1 .0 1 .2 .3 v, =015 | -3 -2 -1 .0 1 .2 3
-3 992 955 691 .225 .082 316 .626 -3 981 926 .834 .802 .862 .949 979
-2 897 794 525 190 .07T1 228 .34 -2 871 680 .463 .386 .480 .653 .815
-1 492 389 .230  .093 .049 179 424 -1 .b70 354 170 117 177 333 518
.0 150 113 073 .048 067 .175  .388 .0 264 128 .064 .053 .092 .206 .360
1 .087 .090 .089 .115 .159 .258  .405 1 126 .095 075 092 134 222 .338
2 239 265 272 294 345 401 475 2 192 205 215 .227 .272 341 405
3 A437 448 471 493 530 543 578 3 871 367 394 411 446 475 511

Note: Empirical size is in bold. All tests are augmented using Schwert’s rule.



Table 4: Empirical rejection frequencies when the DGP is the 2-factor GARMA model with AR errors:
(1 —2cosy; L + L?)**0 (1 — 2cosy, L + L) %22, = 4, (1 —0.5L)e; = vy, vy ~ didn(0, 1)

T=100
Test on 01 Test on 01
Y2 =73 Yo =735
v, =0.15 -3 -2 -1 0 1 2 .3 v, =015 | -3 -2 -1 0 1 2 3
-3 160 200 249 .302 .348 420 479 -3 229 102 .045 .040 .104 .194 .305
-2 052  .077  .095 133 .180 .240 .289 -2 263 119  .055 .044 .093 .192 .291
-1 028 .035 .044 .056 .089 .126 .176 -1 320 150  .065 .047 .082 178 .275
0 .052 .045 .044 .048 .057 .080 .096 0 340 158  .070 .047 .080 .167 .250
1 090 .072 .059 .055 .055 .068 .086 Nl 319 160 .070 .044 .075 .148 .249
2 129 0 108 087  .078 .075  .075  .083 2 253 138 .064 .042 .077 .143 .240
3 155 139 130 113 100 .107  .101 3 174 .094  .052 .041 .079 .153 .237
Joint Restricted Test Joint Unrestricted Test
Y2 =73 Yo =73
v, = 0.15 -3 -2 -1 0 0.1 .2 .3 v, =015 | -3 -2 -1 0 1 2 3
-3 479 336 .202  .108 .077 .104 179 -3 334 234 191 194 255 352 .467
-2 250 201 139 .078 .061 .094 .160 -2 229 138 .092 .089 .140 .232 .319
-1 103 .087  .076  .049 .059 .093 .145 -1 224 108 .055 .045 .082 .156 .249
0 .056 .047 .050 .041 .050 .079 .132 0 232 101 .052 .038 .058 .127 .190
1 .062 .056 .054 .057 .062 .083 .122 1 226 118 .059 .046 .061 .115 .187
2 104 088  .083 .082 .088  .097 .135 2 210 124 071 .057 .076 .128 .203
3 139 130 123 124 1260 .137  .151 3 81 118 .094  .083 .110 .164 .219
T=500
Test on 01 Test on 09
Y2 =3 Yo =73
v, =0.15 -3 -2 -1 0 1 2 .3 v, =015 | -3 -2 -1 0 1 2 3
-3 b72 0 705 817 905  .966 986  .996 -3 948 533 .093 .069 .420 .789 .937
-2 219 301 .390 513 623 .735  .815 -2 967 .661 .155 .049 328 .721 904
-1 074 .090 .117 137 173 .220 .270 -1 962 674 188 .047 258 .632 .864
0 .045 .052 .047 .046 .045 .054 .046 0 928 628 .200 .048 .201 .550 .795
1 A18 113 117 128 134 137 144 1 840 516 .162 .048 .164 .462 .687
2 285 293 .301 301 343 366  .385 2 .608 .335 125 .048 .132 .353 .559
.3 465 487 498 523 549 569  .618 3 371 195 079 .046 .095 234 .386
Joint Restricted Test Joint Unrestricted Test
Y2 =3 Y2 =75
v, = 0.15 -3 -2 -1 0 1 2 .3 v, =015 1| -3 -2 -1 0 1 .2 3
-3 999 966  .631 153 142 527 814 -3 995 945 833 .829 934 984 .998
-2 967 .889 564 .158 .108 458  .766 -2 987 .812 487 397 .601 .853 .954
-1 .641 .b38 298 093 .08 409 .731 -1 947 656 .236  .106 .268 .604 .834
0 205 .155  .088 .044 118 .394 .706 0 874 513 156 .044 .154 464 712
1 .094 087 .090 .123 .225 460 .693 1 761 437 179 101 .200 453  .672
2 232 251 269  .295 .398  .548 .710 2 643 431  .295 .247 342 527 .677
.3 438 463 481 .521 .74 654  .750 3 .b82 496 441 441  .505 .600 .712

Note: Empirical size is in bold. All tests are augmented using Schwert’s rule.



Table 5: Empirical rejection frequencies when the DGP is the 2-factor GARMA model with AR errors:
(1 —2cosy; L + L?)*0 (1 — 2cosy, L + L) %22, = 4, (1 —0.9L)e; = vy, vy ~ didn(0, 1)

T=100
Test on 01 Test on A5
Y2 =73 Yo =735

v, =0.15 -3 -2 -1 0 1 2 .3 v, =015 | -3 -2 -1 0 1 2 3
-3 017  .025 .027 .034 .056 .071 .097 -3 433 217 098 .049 .073 .141 .220
-2 025  .023 .031 033 .042 .065 .082 -2 443 241 107 .048 071 .131 .230
-1 .041 035 .034 .036 .044 .064 .080 -1 401 198 .092 .048 .076 .151 .239

0 .051 .048 .050 .052 .055 .067 .082 0 315 155 .064 .040 .080 .163 .267
1 .069 .071 .071 .070 .064 .071 .086 Nl 205 .109 .058 .047 .088 .182 .285
2 079 076  .071 .081 090 .078 .082 2 131 .080 .043 .053 .095 .185 .273
.3 077 078 079 .076 .076 .077 .078 3 .082 .057 .051 .051 .085 .140 .217
Joint Restricted Test Joint Unrestricted Test
Y2 =73 Yo =73

v, = 0.15 -3 -2 -1 0 1 2 .3 v, =015 | -3 -2 -1 0 1 2 3
-3 .08 .080 .062 .043 .040 .067 .114 -3 290 143 .064 .034 .056 .105 .168
-2 .044 .042 .046 .037 .032 .056 .100 -2 297 149 070 .035 .047 .094 .167
-1 037  .036 .040 .040 .041 .051 .078 -1 272 125 062 .039 .050 .107 .173

0 .047 .042 .046 .051 .049 .065 .079 0 230 .107 .056 .043 .065 .123 .208
1 062 .068 .070 .072 .068 .082 .097 1 157 097 .058 .056 .081 .142 .226
2 076 .075 073 .084 .095 .087 .100 2 120 .080 .05 .069 .094 .149 .219
.3 073 .077 078 .078 .078 .086  .087 3 .081 .068 .056 .059 .078 .118 .170
T=500
Test on 01 Test on 05
Y2 =3F Yo =%

v, =0.15 -3 -2 -1 0 1 2 3 v, =015 | -3 -2 -1 0 1 2 3
-3 243 281 326 .367 427 AT7 536 -3 989 .828 .343 .056 .198 575 .830
-2 144 161 157 181 183 204 231 -2 972 739 287 .057 189 .539 .791
-1 068 .075 .065 .071 .069 071 .062 -1 891 591 .214 .054 .168 485 .736
0 .053 .054 .052 .049 .046 .045 .041 0 719 409 143 .054 157 406 .644
1 098 110 .086  .086 .086 .086  .083 1 469 229 .090 .041 .114 291 488
2 A360 129 0 128 120 114 .101 117 2 214 130 .068 .042 .082 .181 .291
.3 106 .100  .092  .090 .081 .083  .082 .3 .081 .066 .044 .049 .058 .091 .154

Joint Restricted Test Joint Unrestricted Test
Yo = % Y2 = %

v, = 0.15 -3 -2 -1 0 1 2 3 v, =015 | -3 -2 -1 0 1 2 3
-3 913 .840 .667 .295 .083 247  .B8T -3 995 886 .5b49 287 .391 .679 .866
-2 047 474 348 184 .063 A73 477 -2 964 738 .340 .148 233 524 .764
-1 172 164 118 .072  .0400 .111 351 -1 .843 511 185  .062 .138 .405 .656
0 063 .062 .055 .051 .053 106 248 0 .620 .319 .111 .051 .123 .320 .549
1 088 103 .080 .085 .100 130 197 1 408 217 103 .066 122 258 .432
2 133 1260 123 123 119 121 .161 2 232 150  .111 .090 .117 184 .286
3 105 .099  .092  .090 .081 .085  .088 3 13 .091 077 076 .075 .102 .144

Note: Empirical size is in bold. All tests are augmented using Schwert’s rule.
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